
Introduction

Among the studies carried out in sea-based areas per-
taining to the measurement, prevention, and control of
increasing pollution within recent years, it has become
extremely important to determine both the locations of
increased primary production and the durations of this
increases. High levels of phytoplankton biomass in areas
where primary production rates are high tend to confirm the
existence of a linear relationship. With the increase in urban-
ization, the weight imposed on the shoreline ecosystems,
nutrient entry, and the establishments of optimal physical
conditions, observable increases in primary productions dur-

ing late spring and early fall have become inevitable. Not
only during these periods but also during intermittent peri-
ods, different methods other than on-site sampling have
been used to determine the increasing algae biomass during
mid-periods other than the previously mentioned periods.

Chlorophyll-a (chl-a) concentration is considered to be
the main measurement of phytoplankton biomass. There
are a couple of important reasons why chl-a analyses are
widely used: 
(1) it is a major foundational pigment for all phytoplankton

groups that plays an important role in photosynthesis 
(2) its analysis is easy [1]

Because chl-a concentrations are an indicator of phyto-
plankton, environmental factors affecting phytoplankton
also effect the chl-a concentrations in these organisms [2].
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Abstract

Chlorophyll-a (chl-a) concentration is considered to be the main measure of phytoplankton biomass.

The location and intensity of the surface chl-a maximum in a coastal area are governed by daylight hours, air

and seawater temperatures, and nutrient availability in the euphotic zone. The aim of this study is to model a

back-propagation neural network (BP-ANN) for estimating chlorophyll-a concentrations from obtained input

values. In this study an ANN structure of 3 input neurons and 1 output neuron is used. The 3 inputs represent

sea surface temperature (SST), air temperature, and daylight hours, while the output represents chl-a concen-

tration respectively and hidden layers number which is dependent to the application is determined as 20. The

ANN structure, which is simulated in MATLAB, estimated the data of the experiments. When compared to

current data, it can be said that these are successful results and they provide ANN for estimating chl-a. In our

ANN approach, the effects of all input/output parameters can be evaluated and various outputs can be obtained

for different environments and predicted maximum chl-a data. 

Keywords: back-propagation, artificial neural networks, chlorophyll-a, estimation

*e-mail: sevgens@istanbul.edu.tr



Determining the photosynthetic pigment concentrations in
sea water will provide information on the phytoplankton
population within the algae groups and in general, with
information on the chl-a concentration, simple inferences
can be made.

To accurately interpret the increase in the pytoplankton
biomass, not only should the cellular increase be taken into
account but also the factors that have an impact on this
increase should be taken into consideration. Especially in
areas with high nutrient concentrations and no light limit,
studies have documented increases in phytoplankton forms
mediated by their light adaptation mechanisms. Sea surface
temperature and ambient temperature, daylight hours, and
nutrients are among the most important abiotic factors that
impact phytoplankton mass growth [3]. Daylight hours are
especially effective in the development of vegetative cell
growth. Changes in temperature and other factors impact
photosynthetic production. In general, with the increase in
temperature, so does the primary production; however, after
it reaches a point, this production rapidly decreases. With
heat, light also impacts the seasonal changes in phyto-
plankton production. Excessive changes in sea movement,
changes in salinity and dissolved oxygen concentrations, or
stability deprivation are among other important parameters
that impact the increased growth.

Correspondingly to today's technological develop-
ments, experimental research plays a crucial role in
research studies. Although experimental studies can give
realistic results, they are limited by cost, time, the environ-
ment, and parameter properties. To avoid these limitations,
experimental studies are modeled with the help of comput-
er modeling or simulation techniques. Within the scope, in
recent years these type of studies have been simulated by
different methods like optimization methods, regression
analysis, and artificial neural networks. But not every mod-
eling technique gives accurate results in every experimen-
tal study and the properties must correspond to each other.

In the estimation problems, a system that has the ability to
be trained like artificial neural networks (ANN) would be
successful. ANN aims to model the human nervous system
with the properties of learning, estimating and making deci-
sions. They have some advantages apart from conventional
problem-solving techniques like nonlinearity and the abili-
ty to complete missing data. So they are used in different
types of problems and because they got successful results,
their usage areas increased daily. Especially in recent years
ANN has become a popular solving technique and is used
in many fields like accounting, civil engineering, mine
engineering, environmental engineering, medicine, etc. 

In the ecological studies, evaluation of bio-factors inter-
action with each other, and hence to estimate the missing
data to obtain the result, is an important field of study. For
this purpose, the aim of this study, which is primarily used
in the literature of artificial intelligence methods are often
utilized for artificial neural networks. In this literature,
using artificial neural networks such topics as for weather
forecasting [4-10], prediction of material in an area [11-13],
and determining quality [14-16]. In this study, the chl-a
concentration is calculated with a BP-ANN structure that
has 3 inputs as sea surface temperature, (SST), air temper-
ature and daylight hours. According to obtained values, BP-
ANN is seen as an appropriate method for estimating chl-a
concentrations.

Material and Method

Study Area

In this study, ten sampling stations were selected among
coastal stations on the southwestern coast of İstanbul (Fig.
1). The sampling was carried out monthly between January
2008 and December 2012. Air temperature and sea surface
temperature were measured in situ during the sampling.
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Fig. 1. Study area and the locations of the sampling stations on the southwestern coast of Istanbul.



Also, daylight hours data were taken from the Turkish State
Meteorological Service (TSMS) (http://www.mgm.gov.tr).

Chl-a Measurements

The chl-a samples were collected from the sea surface.
Seawater (1 L) was filtered through filter paper with pore
size of 0.45-µm. Following filtration, the filter paper was
folded and placed into a 20-ml centrifuge tube. Then, 10 ml
of 90% acetone solution was added and the tube was left in
the refrigerator overnight to ensure the extraction of chloro-
phyll by acetone. Following this procedure, the sample was
centrifuged for 10 min at room temperature. The
absorbance values at 750, 664, 647, and 630 nm were
recorded using a Shimadzu T60U spectrophotometer. Then
the absorbance values measured at 664, 647, and 630 nm
were subtracted from the absorbance value at 750 nm in
order to take the errors introduced by turbidity into consid-
eration. Following these measurements, the amount of chl-
a per liter (µg/L) of seawater was calculated using a previ-
ously reported calculation procedure [17].

Artificial Neural Networks

ANN is a heuristic method that has a purpose of mod-
elling the biologic neural network with the properties of
learning, completing missing data, predicting, and making

decisions. ANN is used as a powerful tool to analyze the
behaviour of an existing system in order to design new
processes and to optimize the conditions, or to predict the
behaviour of a given system with given parameters [18].

In order to predict system behaviour, most popular
structures of ANN architectures are feed-forward networks
that are mostly trained from the input data using error back-
propagation algorithm [19]. This ANN architecture has a
three-layered structure. The input and output layers repre-
sent independent variables and dependent variables of the
system, respectively, while the hidden layer is used to per-
form the transformations. The hidden layer is the most
important part of ANN because it has the adjusting neuron
number ability. The number of neurons is not definite and
can be organized according to the problem structure and
functions used. Previous studies could not find any certain
rules or facts for determining the number of neurons in the
hidden layer, but it is known that there is a relationship
between this number and complexity of system. Too many
hidden layer neurons provide successful training and mem-
orizing, but unsuccessful testing and generalizing [20].

In this study, ANN is used for estimating outputs about
chlorophyll-a by using the inputs of water temperature, air
temperature and daylight hours. When ANN is used for an
estimating problem, generally back-propagation typed
neural networks (BP-ANN), which has a supervised learn-
ing method, are used. In these methods, input values are
separated into groups as training, validation, and test [21].
A BP-ANN structure is shown in Fig. 2.

Results and Discussion

The SST and air temperature were measured in situation
on a monthly basis from 2008 to 2012. The highest SST
was measured as 26.7ºC in August 2008 and the lowest SST
was measured as 5ºC in February 2012 during the sampling
period (Fig. 3). A similar data of the ambient temperature
yielded that the highest temperature was measured in June
2012 as 34.1ºC and the lowest temperature was measured
in January 2012 as 3.8ºC (Fig. 4).
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Fig. 2. Back-propagation ANN structure.

Fig. 3. Average SST for years 2008-12.



During daylight hours, sun angle plays a significant
role. However, phytoplankton concentration is the critical
factor controlling light attenuation and, therefore, light lev-
els below the euphotic layer. In this study, the maximum
value was found for the period of summer and the mini-
mum values were found in winter months for each year.
These values show that the surface water temperature data
is significantly correlated with daylight hours (Fig. 5).

In this study, chl-a concentration data are estimated
with BP-ANN. For this reason, a BP-ANN structure with 3
input neurons and 1 output neuron is used. The 3 input neu-
rons represent sea surface temperature (SST), air tempera-
ture, and daylight hours, respectively. This BP-ANN sys-
tem, which has 10 neurons in the hidden layer, is simulated
by using a MATLAB program. To prevent MATLAB tak-
ing the input values randomly, we used divideblock para-
meter and arranged them according to the monthly values
(from 2008 to 2012). After this process, the ordered input
values are separated into three groups as usual: training
70%, validation 15%, and testing 15%. While updating the

weight coefficients, the mean squared error (MSE) function
whose formula is given below is used.

(1)

...where Ŷ is a vector of n predictions, and Y is the vector of
the true values [22].

Fig. 5 shows the MATLAB simulation of the BP-ANN
structure. Respectively a, b, and c parts show training, val-
idation, and all values.

Fig. 6 gives the comparison of experimental chl-a con-
centration results and BP-ANN estimated chl-a concentra-
tion results. It can be seen that most of the values, especial-
ly peak points at 60 months, are consistent for each other.

Because there chl-a concentration data in the last three
months of the dataset were not calculated from experimen-
tal studies, from Figs. 6 and 7, it can be said that the train-
ing of BP-ANN is not 100% successful. But when the peak
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Fig. 4. Average ambient air temperature for years 2008-12.

Fig. 5. Average daylight hours for years 2008-12.



values that take an important place of annual experiments
are examined, it can be seen that they are determined suc-
cessfully.

Conclusions

The measurement and distribution of microscopic liv-
ing plant matter commonly referred to as phytoplankton or
algae have been of interest to scientists, researchers, and
aquatic resource managers for decades. An understanding
of the phytoplankton population and its distribution enables
researchers to draw conclusions about a water body's
health, composition, and ecological status. For instance,
nutrient pollution is a process whereby water bodies such as

lakes, estuaries, or slow-moving streams receive excess
nutrients that stimulate excessive growth of microorgan-
isms, including algae and cyanobacteria. This enhanced
growth often results in a bloom [23]. The major problems
of eutrophication come with anthropogenic enrichment of
the environment and the formation of dense blooms of toxic
Dinoflagellates (principally marine) and colonial blue
green algae (fresh water). The ability of blue-green algae to
out-compete other members of phytoplankton at a time of
year when certain environmental aspects (light, tempera-
ture) are at an optimum, is a key feature of the success of
these organisms in bloom formation [24]. An overall sum-
mary regarding the Chlorophyll-a studies conducted in the
Marmara Sea is provided in Table 1. The highest chl-a con-
centration was measured in the upper estuary of the Golden
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(a) (b) (c) 
Fig. 6. The results of ANN simulation in MATLAB: a) training results of ANN simulation, b) validation results of ANN simulation, 
c) all results of ANN simulation.

Fig. 7. The comparison of calculated and estimated chl-a values.



Horn as 286 µg/L, and this area deservers attention as a spe-
cial ecosystem. The Golden Horn, which is an estuary under
intense pollution stress, has become a region of dense popu-
lation and high urbanization in recent years. Chl-a values
were determined to be very high during warm periods in this
area where currents and fresh water flow are very low.

In general, the amount of chlorophyll in a collected
water sample is used as a measure of the concentration of
suspended phytoplankton. The use of the measurement of
phytoplankton is an indicator of water quality. Currently,
chlorophyll determinations are made on lakes, rivers, reser-
voirs, and coastal and ocean waters across the globe. For
this purpose, in this study we used a back-propagation neur-
al network (BP-ANN) for estimating chl-a concentrations
from obtained input values between January 2008 and
December 2012.

These results are also estimated using BP-ANN struc-
ture and the results are compared. ANN is ideal for model-
ing temperature based on these relations. Artificial neural
networks are well suited to modeling the nonlinear rela-
tionships between water quality (physical, chemical, etc.)
and meteorological (air temperature, rainfall, etc) variables
[10]. The results of the neural network training were con-
sidered to be very accurate and the validation test also indi-
cated very satisfactory prediction accuracy [25]. In our
ANN approach, the effects of all input/output parameters
can be evaluated and various outputs can be obtained for
different environments and predicted maximum chl-a data.
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